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Abstract

Solid state diffusion in a binary system, such as lithiation into crystalline silicon, often involves two symbiotic processes, namely, interfacial chemical reaction and bulk diffusion. Building upon our earlier work (Cui et al., 2012b, J. Mech. Phys. Solids, 60 (7), 1280–1295), we develop a mathematical framework in this study to investigate the interaction between bulk diffusion and interfacial chemical reaction in binary systems. The new model accounts for finite deformation kinematics and stress–diffusion interaction. It is applicable to arbitrary shape of the phase interface. As an example, the model is used to study the lithiation of a spherical silicon particle. It is found that a dimensionless parameter \( \beta = k_e V_m R_0 / D_0 \) plays a significant role in determining the kinetics of the lithiation process. This parameter, analogous to the Biot number in heat transfer, represents the ratio of the rate of interfacial chemical reaction and the rate of bulk diffusion. Smaller \( \beta \) means slower interfacial reaction, which would result in higher and more uniform concentration of lithium in the lithiated region. Furthermore, for a given \( \beta \), the lithiation process is always controlled by the interfacial chemical reaction initially, until sufficient silicon has been lithiated so that the diffusion distance for lithium reaches a threshold value, beyond which bulk diffusion becomes the slower process and controls the overall lithiation kinetics.

1. Introduction

Solid-state diffusion often involves chemical reaction. The subject has been studied extensively with applications to, for example, powder-based sintering (Deb and Pitchumani 2011; Yalamac et al., 2011), oxidation growth (Hou et al., 2012), diffusion bonding (Qian et al., 2011), redox in ionic systems (Tikekar et al., 2006), etc. In this class of problems, the diffusion species first reacts chemically with the host solvent to form a third phase, and the reaction occurs mainly on the interface between the solvent and this third phase. The reaction is sustained by the diffusion species through the newly formed third phase material. As a result, a sharp interface is often developed between the phases. Since the chemical reaction takes place at the interface, the kinetics of the surface chemical reaction dictates the interface motion. Generally speaking, there are three regimes. First, the interface chemical reaction rate is much faster than the rate of bulk diffusion, which means that the velocity of the interface can be assumed infinitely large, thus one only needs to solve the diffusion...
equation. In this case, the process is fully controlled by the bulk diffusion. Second, the interfacial chemical reaction rate is much slower than the rate of bulk diffusion, which means that the process is fully controlled by the surface chemical reaction. In this case, the newly formed third phase is fully saturated with the diffusion species, and the interface motion can be determined by the interfacial chemical reaction rate through mass conservation. The third regime is the case when the interfacial chemical reaction rate is comparable to the rate of bulk diffusion. In this case, both the interface velocity and the diffusion equation must be solved together.

Various models have been developed to describe such chemical reaction controlled solid state diffusions, e.g., (Murray and Carey 1988a,b, 1989a,b, 1990; Filipek, 2005; Furuto and Kajihara, 2008; Gotze et al., 2010; Abart and Petrishcheva, 2011; Abart et al., 2012). A good summary of the different models can be found in the monograph (Dybkov, 2010). There is also a class of problems in heat transfer that are analogous to such reaction controlled diffusion such as melting of ice and solidification (Reemtsen and Kirsch, 1984; Caldwell and Kwan, 2004; Ramos, 2005; Ang, 2008; Caldwell and Kwan, 2009).

Recently, silicon (Si) has attracted significant attention because of its potential as a high capacity anode material in lithium (Li) ion batteries. Extensive effort has been invested in the last decade to understand the lithiation process. Earlier studies in this area modeled lithiation as a diffusion-controlled process, from which Li distribution can be computed (Bower et al., 2011; Cui et al., 2012b). However, recent experimental observation show that there is a sharp interface between lithiated and unlithiated phases, indicating that the lithiation process may be controlled by interfacial chemical reaction (Chan et al., 2008; Cui et al., 2009; Chon et al., 2011; Lee et al., 2011; Liu and Huang, 2011; Lee et al., 2012; Liu et al., 2012; Yang et al., 2012).

Although there exists a comprehensive literature on modeling of reaction-controlled solid state diffusion as referenced above, material systems such as Li<sub>i</sub>Si<sub>j</sub> have certain unique properties that the existing theories of reaction-controlled diffusion are not applicable. First, lithiation into Si generates a very large volumetric change (~400%) (Cui et al., 2009; Liu and Huang, 2011). Because of such large volumetric change, finite kinematics must be used to describe the deformation during lithiation. Existing theories are all based on small strain deformation. Second, such large volumetric change, if not accommodated by appropriate deformation, will generate mechanical stresses, which will in turn affect the diffusion (Swaminathan and Qu, 2007; Swaminathan et al., 2007a,b; Swaminathan and Qu, 2009; Cui et al., 2012b). None of the existing theories accounts for such two-way interaction. Third, most existing theories implicitly assume first order chemical reaction at the interface between the phases. This severely limits their applicability to cases with more complex interfacial chemical reactions.

In this paper, we will develop a rigorous mathematical framework to describe the interface-reaction controlled diffusion in binary solids such as Li<sub>i</sub>Si<sub>j</sub>. This framework is developed based on finite deformation kinematics. It is capable of accounting for diffusion–stress interaction, and applicable to interfacial chemical reaction of arbitrary order. As an example, the lithiation of a spherical Si particle is solved to illustrate the application of the general model developed.

We need to point out that a number of recent studies have focused on modeling the lithiation of Si particles and wires in an effort to model the sharp interface observed in the experiments. For example, Zhang and White (2007) proposed a numerical model to describe the moving boundary for the discharge of a LiCoO<sub>2</sub> electrode, in which a sharp interface with abrupt concentration drop was modeled. A similar approach was adopted to model the diffusion induced stress and strain energy in a Si spherical electrode particle (Deshpande et al., 2011). In all these models, the interfacial chemical reactions are not considered. Instead, the sharp interface is generated by using different bulk diffusivities between the Si and Li<sub>i</sub>Si phases. Zhao et al. (2012) did consider interfacial chemical reaction. However, the interface velocity in their model is assumed given a priori that is independent of the kinetics of chemical reaction at the interface.

### 2. Problem statement

Consider a solid phase called the α-phase consisting of species A, and another solid phase called the β-phase consisting of species B. Let the two phases be in intimate contact initially, see Fig. 1a. Assume that under certain driving forces (e.g., chemical affinity or externally applied voltage), species A starts to react with species B to form a new phase called the γ-phase, which consists of species P = A<sub>x</sub>B, i.e.,

\[ x_0 A + B \rightarrow A_0 x B \]  \hspace{1cm} (1)

As time progresses, species A diffuses through the γ-phase towards the β-phase, and reacts continuously with species B at the β–γ interface. This sustained reaction produces more species P and drives the interface move further into the β-phase, see Fig. 1b. For simplicity, we assume that the β-phase is impervious to species A, and, as the interface moves, species B is fully converted into the γ-phase at the β–γ interface via the interfacial chemical reaction (1). Our main interest is to find the shape and velocity of the β–γ interface, and the concentration of species A in the γ-phase.

As will be seen later, this problem involves deformation, diffusion and chemical reaction. In what follows, we will derive the governing equations for these processes and the corresponding boundary and initial conditions.

### 3. Deformation and mechanical equilibrium

For convenience, we will employ two ways to describe the deformation and motion of the solids, namely, the Lagrangian (or the referential) description and the Eulerian (or the spatial) description. We will use \( \mathbf{X} \) and \( \mathbf{x} \) to represent
the coordinates in the Lagrangian and Eulerian descriptions, respectively. In other words, $\mathbf{X}$ is the label of a material point located at location $\mathbf{x}$ initially ($t=0$). At a current time $t$, this particle $\mathbf{X}$ is located at $\mathbf{x}$. This relationship can be symbolically written as $\mathbf{x} = \mathbf{X}(\mathbf{x}, t)$. Inversely, one can think of a fixed spatial location $\mathbf{x}$. At a given time $t$, there will be a material particle called $\mathbf{X}$ happens to be located at this fixed location. At a different time, a different particle will be found at $\mathbf{x}$, i.e., at different times, the material particle located at $\mathbf{x}$ is different. Therefore, the material particle found at location $\mathbf{x}$ at time $t$ can be symbolically identified as $\mathbf{x} = \mathbf{X}(\mathbf{x}, t)$. In what follows, we assume that all field quantities are written as functions of $\mathbf{X}$, unless stated explicitly otherwise.

Based on the above definition, one can easily define the displacement of a particle

$$\mathbf{U}(\mathbf{X}, t) = \mathbf{x} - \mathbf{X},$$

(2)

in the Lagrangian description. This naturally leads to its corresponding deformation gradient tensor

$$\mathbf{F} = \nabla_\mathbf{x} \mathbf{x} = \mathbf{I} + \nabla_\mathbf{x} \mathbf{U}(\mathbf{X}, t),$$

(3)

where $\nabla_\mathbf{x}$ is the gradient operator with respect to the coordinates $\mathbf{X}$.

In this paper, we will use $\mathbf{F}_\beta$ and $\mathbf{F}_\gamma$ to denote the deformation gradient tensors in the $\beta$-phase and the $\gamma$-phase, respectively. We further assume that, for simplicity, the $\beta$-phase undergoes only elastic deformation. In the $\gamma$-phase, however, inelastic deformation may develop due to the compositional change. Following from Cui et al. (2012b), we write

$$\mathbf{F}_\gamma = \mathbf{F}_p^* \mathbf{F}_c, \quad \mathbf{F}_p = \mathbf{F}_e \mathbf{F}_c,$$

(4)

where $\mathbf{F}^*$ represents the eigen-transformation due to the compositional change, $\mathbf{F}_p$ represents the plastic deformation, and $\mathbf{F}_e$ represents the elastic deformation associated with $\mathbf{F}$ so that the total deformation is compatible.

Eq. (4) represents a deformation that transforms the initial (undeformed) state of the solid to its final (current or deformed) state. The total deformation can be viewed as a sequence of eigen-transformation represented by $\mathbf{F}^*$ followed by an elastic deformation represented by $\mathbf{F}_e$. The state of the solid after the eigen-transformation $\mathbf{F}^*$ is called the intermediate state. We note that the intermediate state is a stress-free state, and is not necessarily kinematically compatible.

It follows from the first of (4) that the total Lagrange strain can be written as

$$\mathbf{E} = \frac{1}{2} \left( \mathbf{F}^T \mathbf{F} - \mathbf{I} \right) = \left( \mathbf{F}_c^* \mathbf{F}_p + \mathbf{F}_e \mathbf{F}_c \right)^T \mathbf{F}_c^* \mathbf{F}_p + \mathbf{F}_e \mathbf{F}_c + \mathbf{E}^p,$$

(5)

where

$$\mathbf{E}^e = \frac{1}{2} \left[ \left( \mathbf{F}_e^T \mathbf{F}_e - \mathbf{I} \right), \mathbf{E}_c = \frac{1}{2} \left[ \left( \mathbf{F}_c^* \mathbf{F}_p - \mathbf{I} \right), \mathbf{E}^p = \frac{1}{2} \left[ \left( \mathbf{F}_c \mathbf{F}_c^* - \mathbf{I} \right),$$

(6)

can be regarded, at least symbolically, as the elastic strain, compositional strain, and the plastic strain, respectively. At this point, it is necessary to introduce the constitutive equations that relate the different strain measures to either the stress or the composition. For example, Hooke’s law may be used to express stresses in terms of the elastic strains, and elastic-plastic law may be used to relate the stress to the plastic strain or plastic strain rate. As for the compositional strain, one may use (Cui et al., 2012b) $\mathbf{F} = (\mathbf{f})^{1/3} \mathbf{I}$, where $\mathbf{f} = 1 + 3\eta x_{\max} C$, $x_{\max}$ is the solubility of species A in the $\gamma$-phase, $C$ is the molar fraction of species A in the $\gamma$-phase, and $\eta$ is the coefficient of compositional expansion (CCE), which is a material property that characterizes the linear measure of the volumetric change due to unit change of the concentration (Swaminathan et al., 2007a,b). For a given material, the CCE can be obtained either experimentally, or by conducting molecular dynamic simulations (Swaminathan and Qu, 2009; Cui et al., 2011).
Use of these constitutive equations enable us to express the stress in terms of the three components of the displacement vector \( \mathbf{U}(\mathbf{X},t) \). The state of stress at a point in a continuum can be represented by the first Piola–Kirchhoff (P–K) stress, which needs to satisfy the following equilibrium equation

\[
\nabla \times \mathbf{a}^0 = 0
\]

(7)

Based on the foregoing discussions, this equilibrium equation represents three scalar equations for the three components of the displacement vector \( \mathbf{U}(\mathbf{X},t) \). Of course, it also contains the molar fraction \( c \), which will be discussed in details in the next section.

The solution to (7) depends on the boundary conditions which will need to be prescribed

\[
\mathbf{U}(\mathbf{X},t)|_{S_u} = \mathbf{U}_0(t), \quad \mathbf{a}^0 \times \mathbf{N}|_{S_v} = \mathbf{P}_0(t),
\]

(8)

where \( S_u \) and \( S_v \) are portions of the boundary where displacement and tractions are given, respectively.

4. Diffusion

Let \( x_{\text{max}} \) be the solubility of species A in the \( \gamma \)-phase, i.e., the maximum number of moles of species A that each mole of species B is capable of containing. Based on the reaction described by (1), we may then introduce the molar fraction as

\[
c = \frac{x_A}{x_{\text{max}}} \]

(9)

where \( V_m^B \) is the initial molar volume of the \( \beta \)-phase (undeformed state). Similarly, the Lagrangian molar concentration of the product \( P = A_{x_0}B \) in the \( \gamma \)-phase, and the Lagrangian molar concentration of species B in the \( \beta \)-phase can be defined as, respectively,

\[
\rho_A = \frac{x_{\text{max}} c}{V_m^B} \quad \text{in} \quad \gamma \text{-phase},
\]

(10)

\[
\rho_B = \frac{1}{V_m^B} \quad \text{in} \quad \beta \text{-phase}
\]

To study the diffusion of species A in the \( \gamma \)-phase, we will adopt the stress-dependent chemical potential, or more precisely the diffusion potential of species A in the \( \gamma \)-phase (Cui et al., 2012b),

\[
\mu(F,c) = \mu_0 + \frac{R}{\gamma} \log(c) + \tau(F,c),
\]

(11)

\[
\tau(F,c) = \frac{V_m^B}{x_{\text{max}}} \left[ \Sigma F^e + \frac{\partial F^e}{\partial c} F^e + f^s \left( \frac{\partial w(F,c)}{\partial c} \right) F^s, F^t \right],
\]

(12)

where \( \mu_0 \) is a constant represents the chemical potential at a standard state, \( R \) is the standard gas constant, \( T \) is the absolute temperature in Kelvin, and \( \gamma \) is the activity coefficient, \( \Sigma \) is the Eshelby stress tensor, \( w(F,c) \) is the strain energy per unit volume of the intermediate state, and \( f^s = \det(F^t), F^t = (F^s)^{-1} \).

The molar flux of species A in the \( \gamma \)-phase per unit Lagrangian area is given by

\[
J = -\frac{D \rho_A}{R} \frac{X_{\gamma}^{-1}}{T} (F^t)^{-1} T \nabla \mu = \frac{1}{R} \frac{dx_{\text{max}} c}{V_m^B} F_{\gamma}^{-1} \left( F_{\gamma}^{-1} \right)^T \nabla \mu,
\]

(13)

where \( D \) is the diffusion coefficient of species A in the \( \gamma \)-phase in the current state, which may be dependent on the deformation gradient \( F \) and the molar fraction \( c \). Now, consider an arbitrary Lagrangian volume \( V \) in the \( \gamma \)-phase. It then follows that the total number of moles of species A in \( V \) is given by

\[
M = \int_V \rho_A dV.
\]

(14)

The rate of increase (moles/time) in the volume \( V \) is thus given by

\[
\frac{\partial M}{\partial t} = \int_V \frac{\partial \rho_A}{\partial t} dV = \int_V \frac{x_{\text{max}} c}{V_m^B} \frac{dx_{\text{max}} c}{V_m^B} dV,
\]

(15)

where, in deriving the second equality, we have used (9).

On the other hand, the net inflow of species A into the volume \( V \) is given by

\[
-\int_S \mathbf{J} \mathbf{N} dS = -\int_V \nabla A dV,
\]

(16)

where \( S \) is the surface enclosing \( V \), \( \mathbf{N} \) is the outward unit normal of \( S \), and \( \mathbf{J} \) is the flux of species A given in (13).
The equality in (16) is a result of the divergence theorem. Conservation of moles of species A inside the volume \( V \) then dictates that (15) and (16) must be equal, i.e.,

\[
\int_V \frac{\partial c^\gamma}{\partial t} \, dV = - \int_V \nabla \cdot \mathbf{J} \, dV
\]

(17)

Since the volume \( V \) can be arbitrary, the localized version of (17) leads to the continuity equation in the \( \gamma \)-phase,

\[
\frac{\partial c^\gamma}{\partial t} + \nabla \cdot \mathbf{J} = 0
\]

(18)

To solve the above diffusion equation, initial and boundary values need to be prescribed. For the initial condition, one can simply use

\[
c^\gamma_{t=0} = 0
\]

(19)

As for the boundary condition, we first focus on the initial surface where the \( \beta \)-phase is in contact with the \( \alpha \)-phase. We assume that this surface is described by \( \mathbf{X} = \mathbf{X}_a \). As described in Section 2, the \( \beta \)-\( \alpha \) interface exits only at \( t=0 \). As time progresses, the \( \gamma \)-phase is developed between the \( \beta \)-phase and the \( \alpha \)-phase, which forms two new interfaces, the \( \beta \)-\( \gamma \) and the \( \gamma \)-\( \alpha \) interfaces. In the Lagrangian description, the \( \beta \)-\( \gamma \) interface evolves with time, while the \( \gamma \)-\( \alpha \) interface remains at \( \mathbf{X} = \mathbf{X}_a \). Evolution of \( \beta \)-\( \gamma \) interface is not known a priori. It needs to be part of the solution to the boundary/initial value problem which will be discussed in the next section. At the \( \gamma \)-\( \alpha \) interface, boundary conditions at any current time can be prescribed. Usually, either the concentration or the flux of species A can be is given at the \( \gamma \)-\( \alpha \) interfaces, i.e.,

\[
c(t, \mathbf{X}_{\beta}, t) = c_0 \quad \text{or} \quad \mathbf{J}(t, \mathbf{X}_{\beta}, t) = \text{det}(F_{\beta})^{-1} J_0, \quad \text{if} \quad \mathbf{X} = \mathbf{X}_a,
\]

(20)

where \( J_0 \) is the prescribed boundary flux in the current state, which may depend on the molar fraction \( c \), as used in the example later in this paper. Note that the term \( \text{det}(F_{\beta})^{-1} J_0 \) is adopted here to transform the current unit area to the initial unit area.

5. Interfacial chemical reaction

For convenience, we introduce the following Eulerian molar concentrations

\[
\hat{\rho}_A = \frac{\rho_A}{\bar{J}_\gamma}, \quad \hat{\rho}_p = \frac{\rho_p}{\bar{J}_\gamma} \quad \text{in} \gamma\text{-phase},
\]

\[
\hat{\rho}_B = \frac{\rho_B}{\bar{J}_\beta} \quad \text{in} \beta\text{-phase},
\]

(21)

where \( \bar{J}_\gamma \) and \( \bar{J}_\beta \) are the deformation Jacobian of the current \( \gamma \)-phase and \( \beta \)-phase, respectively, i.e.,

\[
\bar{J}_\gamma = \text{det}(F_{\gamma}), \quad \bar{J}_\beta = \text{det}(F_{\beta})
\]

(22)

Next, let the \( \beta \)-\( \gamma \) interface be described by \( \mathbf{X} = \mathbf{X}_s \), and \( R_s \) denote the moles of the product \( A_{0_b}B \) produced per unit area per unit time at the interface, or rate of production (in moles) of the product \( P = A_{0_b}B \) per current unit area. Then, \( R_s \) can be written as (Yang, 2010; Zhou et al., 2010)

\[
R_s = k_f \left( \hat{\rho}_A - \frac{x_0}{\bar{J}_\gamma V_m} \right)^p \left( \hat{\rho}_B \right)^q - k_b \left( \hat{\rho}_B \right)^r \quad \text{for} \ \mathbf{X} = \mathbf{X}_s
\]

(24)

where \( k_f \) and \( k_b \) are, respectively, the rate constants for the forward and backward reactions described by (1), and \( p + q \) and \( r \) are the orders of the forward and backward interfacial chemical reactions, respectively. These parameters are material properties and are usually determined experimentally (Chandrasekaran et al., 2010). We note that in order to ensure the spontaneous forward reaction, the molar concentration of species A, i.e., \( \hat{\rho}_A \) should be greater than a threshold value \( x_0/\bar{J}_\gamma V_m \), where \( x_0 \) is the minimum molar fraction needed to form the \( \gamma \)-phase \( A_{0_b}B \). All the molar concentrations, i.e., \( \hat{\rho}_A, \hat{\rho}_B \) and \( \hat{\rho}_p \) in (24) are evaluated at the \( \beta \)-\( \gamma \) interface. Since they may not be continuous across the interface, we assume that \( \hat{\rho}_B \) is evaluated at the \( \beta \)-phase side, while \( \hat{\rho}_A \) and \( \hat{\rho}_p \) are evaluated at the \( \gamma \)-phase side of the \( \beta \)-\( \gamma \) interface.

Making use of (9) and (21)–(22) in (24) leads to

\[
R_s = k_f \overline{R}_0(c_s),
\]

(25)

where

\[
\overline{R}_0(c_s) = \left. \left( \frac{(x_{\text{max}} c_s - x_0)^p}{\bar{J}_\gamma^p (\bar{J}_\beta)^q} - k_b^s (\bar{J}_\beta)^r \right) \right|_{\mathbf{X} = \mathbf{X}_s}
\]

(26)

\( \overline{R}_0(c_s) \) is a dimensionless function, and \( k_f^s = k_f/(V_m)^{p+q} \) and \( k_b^s = k_b/(V_m)^r \) can be viewed as the effective forward and backward
rate constants, respectively, with the dimension of moles/(area × time). The notation \( c_s \) denotes the molar fraction \( c \) evaluated on the \( \gamma \)-phase side of the \( \beta-\gamma \) interface.

If \( ds \) and \( dS \) denote the elemental areas in the Eulerian and the Lagrangian descriptions, respectively, and \( n \) and \( N \) are their corresponding unit normal vectors, then (Malvern, 1969)

\[
\det(F)Nds = F^tnds
\] (27)

Making use of the above, one can show that

\[
R_s = \frac{J_R R_s}{\sqrt{N^t F_\beta F_\beta N}}
\] (28)

where \( R_s \) is the rate of interfacial chemical reaction in the Lagrangian description, i.e., moles of \( P = A_b_\beta \) produced per unit time per unit Lagrangian area.

A continuity equation can then be established by considering the molar conservation of species \( A \) at the \( \beta-\gamma \) interface. On the one hand, the number of moles of species \( A \) arriving at the \( \beta-\gamma \) interface per unit time over a Lagrangian area \( dS \) with unit normal \( N \) is \( JNds \). On the other hand, \( R_s ds \) moles of the product \( P = A_b_\beta \) are produced at the \( \beta-\gamma \) interface per unit time over the area \( dS \), which would consume \( x_0 R_s dS \) moles of species \( A \). Therefore, conservation of species \( A \) at the \( \beta-\gamma \) interface requires

\[
JN = -x_0 R_s \quad \text{for} \quad X = X_s,
\] (29)

where a negative sign is used because the flux given by (13) is towards the \( \beta-\gamma \) interface from the \( \gamma \)-phase.

Yet, another continuity equation can be derived by considering the conservation of species \( B \) at the \( \beta-\gamma \) interface. We note that the production of \( R_s ds dt \) moles of \( P = A_b_\beta \) will consume \( R_s ds dt \) moles of species \( B \), which would reduce the volume of the \( \beta \)-phase by \( V_m R_s ds dt \). This infinitesimal volume element is a prism with cross-section area \( dS \). Its axis is normal to the \( \beta-\gamma \) interface, and its length is \( V_m R_s ds dt \). To accommodate this volume reduction, the \( \beta-\gamma \) interface will need to move into the \( \beta \)-phase in the direction normal to the interface by an amount equal to the length of the prism \( V_m R_s ds dt \). Therefore, the speed of the \( \beta-\gamma \) interface in its normal direction is given by,

\[
V_N = -V_m R_s, \quad \text{for} \quad X = X_s,
\] (30)

where, again, a negative sign is added because the flux given by (13) is towards the \( \beta-\gamma \) interface from the \( \gamma \)-phase.

Before moving to the next section, we note that the location of the current \( \beta-\gamma \) interface is generally not known a priori. To fully determine the interface, we assume that, without loss of generality, the \( \beta-\gamma \) interface is described by

\[
f(X_s, t) = 0,
\] (31)

where \( f(X_s, t) \) is a smooth function of \( X_s \) and \( t \). It can be shown (Katardjiev et al., 1994) that \( f(X_s, t) \) must satisfy the following partial differential equation

\[
\frac{\partial f(X_s, t)}{\partial t} + V_N \frac{\Delta f(X_s, t)}{|Vf(X_s, t)|} = 0,
\] (32)

where \( V_N \) is the velocity of the \( \beta-\gamma \) interface in the direction normal to the interface as introduced in (30). Substitution of (30) into (32) yields

\[
\frac{\partial f(X_s, t)}{\partial t} - V_m R_s \frac{\Delta f(X_s, t)}{|Vf(X_s, t)|} = 0.
\] (33)

In order to solve (32) for \( f(X_s, t) \), initial conditions are needed. In this case, we assume that the \( \beta-\alpha \) interface at the initial time \( t = 0 \) is given by the initial \( \beta-\alpha \) interface, i.e., \( X = X_{\beta_\alpha} \), as discussed in Section 4. Therefore, the initial condition for \( f(X_s, t) \) is

\[
f(X_{\beta_\alpha}, 0) = 0
\] (34)

6. Boundary and initial value problem

In summary, the problem posed in Section 1 involves solving the three components of the displacement vector \( U(X, t) \), and the molar fraction of species \( A \) in the \( \gamma \)-phase \( c(X, t) \). These field quantities could be obtained by solving the three equilibrium Eq. (7), and the diffusion Eq. (18) together with the boundary and initial conditions (8), (19) and (20), if only the location of the \( \beta-\gamma \) interface \( X = X_s \) is known as a function of time.

The evolution of the \( \beta-\gamma \) interface is dictated by two factors, namely, the chemical kinetics, or the rate of chemical reaction at the interface, and the kinematics of the interface. The former is governed by (29) and latter is governed by (33). Solution of these two equations together with the initial condition (34) gives the location of the \( \beta-\gamma \) interface.

Obviously, all the governing equations mentioned in the last two paragraphs are coupled in one way or the other. Therefore, they must be solved simultaneously. Analytical solution to this nonlinear moving boundary problem system is rather challenging. In what follows, an example will be given and the solutions are obtained numerically.
The Li atoms then diffuse into the inside of the Si particle to form the Li$_x$Si alloy, so that Si atoms are species B and Li atoms are species A. The interfacial chemical reaction product is P$_\text{Li}_{x+y}$Si which is typically amorphous. Experimental observations (Limthongkul et al., 2003) and theoretical analyses (Wan et al., 2010; Zhang et al., 2010; Zhao et al., 2011) have shown that a minimum value of $x_0 \approx 0.2$ must be reached in order to form an amorphous Li$_{x_0}$Si alloy. Once this threshold value is reached, additional Li atoms can diffuse rapidly in the Li$_x$Si alloy. This allows the accumulation of more Li atoms at the interface between the crystalline Si and the Li$_{x_0}$Si alloy, which sustains further reaction to form more Li$_{x_0}$Si alloy, and moves the interface towards the center of the Si particle. Our objectives are to find (1) the velocity of the interface between the crystalline Si and the Li$_{x_0}$Si alloy, (2) the spatial and temporal distribution of Li in the Li$_{x_0}$Si alloy, and (3) the stresses and strains in both phases.

To use the theory developed in previous sections, we identify the crystalline Si as the $\beta$-phase, and the Li$_{x_0}$Si as the $\gamma$-phase, so that Si atoms are species B and Li atoms are species A. The interfacial chemical reaction product is P=Li$_{x_0}$Si. We can now specialize the equations in the previous sections to the problem of lithiation of a spherical Si particle.

As an example to illustrate the use of the above formulation, we consider the lithiation of a spherical crystal silicon (Si) particle with initial radius $R_0$. A Lagrangian spherical coordinate system $(R,\Theta,\Phi)$ is set up so that the origin of the Si is located at $R = 0$ at the initial time $t = 0$, see Fig. 2. This Si particle is immersed in a liquid electrolyte that contains sufficient lithium ions Li$^+$. Under the driving force of an electrical current, Li ions in the electrolyte enter into the Si particle at its surface $R = R_0$ through a complex electrochemistry process. Upon entering into the Si particle, Li$^+$ are reduced into Li. The Li atoms then diffuse into the inside of the Si particle to form the Li$_x$Si alloy which is typically amorphous. Once this threshold value is reached, additional Li atoms can diffuse rapidly in the Li$_{x_0}$Si alloy. This allows the accumulation of more Li atoms at the interface between the crystalline Si and the Li$_{x_0}$Si alloy, which sustains further reaction to form more Li$_{x_0}$Si alloy, and moves the interface towards the center of the Si particle. Our objectives are to find (1) the velocity of the interface between the crystalline Si and the Li$_{x_0}$Si alloy, (2) the spatial and temporal distribution of Li in the Li$_{x_0}$Si alloy, and (3) the stresses and strains in both phases.

To use the theory developed in previous sections, we identify the crystalline Si as the $\beta$-phase, and the Li$_{x_0}$Si as the $\gamma$-phase, so that Si atoms are species B and Li atoms are species A. The interfacial chemical reaction product is P=Li$_{x_0}$Si. We can now specialize the equations in the previous sections to the problem of lithiation of a spherical Si particle. For simplicity, we assume that all material properties and boundary/initial conditions are isotropic so that the problem is spherically symmetric, and all field quantities are independent of $\Theta$ and $\Phi$. For example, the molar fraction of Li in Li$_x$Si can be written as $c = c(R,t)$, the only non-zero component of the displacement vector is $u_R = u(R,t)$, the only non-zero flux of Li in Li$_x$Si is $J_k = J_k(R,t)$, and the $\beta-\gamma$ interface remains spherical and is given by $R = S(t)$, etc.

Now, let us first consider kinematics of the deformation. Because of the spherical symmetry, the total displacement gradient tensor defined in (3) can be simplified to

$$F = (F_{11}, F_{22}, F_{33}) = (1 + \partial u/\partial R, 1 + u/R, 1 + u/R), \quad (35)$$

where the brackets stands for the diagonal of a matrix. As usual, assume that eigen-transformation due to lithiation is isotropic and given by

$$F^e = (f^e)^{1/3} \mathbf{I}, \quad f^e = 1 + 3\eta x_{\text{max}} c, \quad (36)$$

where $x_{\text{max}} = 4.4$ represents the saturation concentration of Li in Li$_x$Si, and $\eta$ is the coefficient of compositional expansion (CCE) (Swaminathan et al., 2007a,b; Cui et al., 2011). If the plastic deformation is assumed incompressible, i.e., $\det(F^p) = 1$, one can write

$$F^p = \left( \lambda_p, 1/\sqrt{\lambda_p}, 1/\sqrt{\lambda_p} \right), \quad (37)$$

where $\lambda_p$ is the plastic stretch in the radial direction. Combining (35)–(37) leads to

$$F^e = F(F^e F^p)^{-1} = (f^e)^{-1/3} \left( \lambda_p, (1 + u/R) \sqrt{\lambda_p}, (1 + u/R) \sqrt{\lambda_p} \right), \quad (38)$$

Making use of (38) gives the elastic strain,

$$E^e = \frac{1}{2} \left[ (F^e)^T F^e - \mathbf{I} \right] = (E_{11}^e, E_{22}^e, E_{33}^e) \quad (39)$$

**Fig. 2.** Schematic of the reaction at a moving boundary during lithiation into a Si pristine particle.
Next, we assume that the elastic deformation behavior is governed by
\[
\sigma^0 = \frac{\partial W}{\partial F} = \frac{\partial W}{\partial \mathbf{E}^s} \mathbf{E}^s = \frac{\partial W}{\partial \mathbf{F}^e} \mathbf{F}^e \mathbf{F}^e = \mathbf{F}^e \mathbf{F}^e (\mathbf{F}^e)^{-1} \mathbf{F}^e^{-1},
\]
(40)
where \(\sigma^0\) is the first P–K stress, and \(W\) is the elastic strain energy density in the Lagrangian description.
\[
W(F,c) = \frac{f}{2} \frac{E(c)}{(1 + \nu)} \left( \frac{\nu}{1 - 2\nu} [\text{tr}(\mathbf{E}^s)]^2 + \text{tr}(\mathbf{F}^e \mathbf{E}^s) \right)
\]
(41)
In the above, \(E(c)\) and \(\nu\) are, respectively, the Young’s modulus and Poisson’s ratio of the Li, Si alloy given by
\[
E(c) = E_0 (1 + \eta_{c} x_{\text{max}} c), \quad \nu = \nu_0,
\]
(42)
where \(E_0\) and \(\nu_0\) are the elastic properties of pure amorphous Si. The parameter \(\eta_{c}\) represents the variation of the Young’s modulus with respect to Li concentration \(c\). Making use of (41) in (40) yields the non-zero components of \(\sigma^0\),
\[
\sigma^0_R = \frac{f E(c)}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) E^e_R + 2\nu E^e_\phi \right] \frac{2E^e_R + 1}{1 + \partial u/\partial R},
\]
(43)
\[
\sigma^0_\phi = \sigma^0_\phi = \frac{f E(c)}{(1 + \nu)(1 - 2\nu)} \left( \nu E^e_R + E^e_\phi \right) \frac{2E^e_\phi + 1}{1 + \partial u/\partial R},
\]
(44)
Components of the corresponding Cauchy stress \(\sigma = J^{-1} \mathbf{F} \sigma^0\) are given by
\[
\sigma_R = \frac{E(c)}{(1 + \nu)(1 - 2\nu)} \left[ (1 - \nu) E^e_R + 2\nu E^e_\phi \right] \sqrt{\frac{1 + 2E^e_R}{1 + 2E^e_\phi}},
\]
(45)
\[
\sigma_\phi = \sigma_\phi = \frac{E(c)}{(1 + \nu)(1 - 2\nu)} \left( \nu E^e_R + E^e_\phi \right) \frac{1}{\sqrt{1 + 2E^e_R}},
\]
(46)
Finally, we assume that the viscoplastic behavior of the amorphous Li, Si alloy is described by the following constitutive equation,
\[
\mathbf{D}^p = -\frac{\partial G(\sigma_{\text{eff}})}{\partial \mathbf{\sigma}},
\]
(47)
where
\[
\mathbf{D}^p = \mathbf{F}^e \left( \frac{\mathbf{F}^e}{\mathbf{F}^e} \right)^{-1} = \frac{\mathbf{F}^e}{2\mathbf{F}^e} (2(-1, -1))
\]
(48)
is the rate of plastic deformation tensor, and
\[
\sigma_{\text{eff}} = \sqrt{\frac{3}{2}} \text{tr} \left[ \left( \mathbf{\sigma} - \frac{\text{tr}(\mathbf{\sigma})}{3} \mathbf{I} \right) \left( \mathbf{\sigma} - \frac{\text{tr}(\mathbf{\sigma})}{3} \mathbf{I} \right) \right],
\]
(49)
is the effective Cauchy stress, and \(G(\sigma_{\text{eff}})\) is the flow potential. Following our previous work (Cui et al., 2012b), we adopt the following power-law form for the flow potential
\[
G(\sigma_{\text{eff}}) = \frac{\sigma_f d_0}{m + 1} \left( \frac{\sigma_{\text{eff}}}{\sigma_f} - 1 \right)^{m + 1} H \left( \frac{\sigma_{\text{eff}}}{\sigma_f} - 1 \right),
\]
(50)
where \(H(x)\) is the Heaviside step function, \(\sigma_f\), \(d_0\) and \(m\) are material constants, which may depend on the Li concentration. Clearly, \(\sigma_f\) is the unidirectional yield (Cauchy) strength, \(d_0\) is the reciprocal of viscosity and \(m\) is the stress exponent (\(m = 1\) yields viscoelastic behavior). We note that this is a slightly modified version of the one used by Bower et al. (2011).
Another modification is to ensure a smooth transition from the elastic to the plastic regimes. The material constants \(\sigma_f\), \(d_0\) and \(m\) used in the numerical simulations are listed in Table 1. It was derived in Cui et al. (2012b) that the above viscoplastic law leads to
\[
\frac{\lambda_p}{\lambda_p} = \text{sgn}(\sigma_R - \sigma_\phi) d_0 \left( \frac{\sigma_{\text{eff}}}{\sigma_f} - 1 \right)^m H \left( \frac{\sigma_{\text{eff}}}{\sigma_f} - 1 \right)
\]
(51)
This completes the set of equations for the kinematics of the deformation in the Li, Si alloy. Observation of these equations reveals that all the field quantities such as the elastic strain \(\mathbf{E}^s\), the P–K stress \(\sigma^0\) and the plastic stretch \(\lambda_p\) are functions of the displacement \(u_R = u(R, t)\). In other words, once \(u(R, t)\) is known, \(\mathbf{E}^s\) can be calculated from (39). Consequently, \(\sigma^0\) can be calculated from (43) and (44), and \(\lambda_p\) can be solved from (51). Of course, these equations are coupled, thus must be solved simultaneously.
A caveat needs to be inserted here. All the equations above were derived for the Li, Si alloys. Therefore, they are valid only for \(S(t) < R < R_0\), where \(S(t)\) is the location of the interface between the crystalline Si and the amorphous Li, Si.
where concentration dependent, and (44) in (53)-(55) results in a boundary value problem for $S$ problem is not possible yet, because it contains Eq. (18) is simplified to is the only non-zero component of the Li flux, $\mathbf{D}$ is the diffusivity of Li in the Li$_x$Si alloy, which may be stress and concentration dependent, and $\mu(\mathbf{F},c)$ is the stress-dependent chemical potential introduced in (11).

The initial conditions at $t = 0$ can be specified as

However, these equations can still be used for $0 \leq R < S(t)$ if

are used. So, in the rest of this paper, will implicitly assume that (52) holds for all field quantities in the crystalline Si, i.e., $0 \leq R < S(t)$. Of course, the elastic modulus and Poisson's ratio should be the ones for pure crystalline Si, which are also given in Table 1.

To determine $u(R,t)$, we turn our attention to mechanical equilibrium. Due to spherical symmetry, the only non-zero stress components are $\sigma_R^0$, and $\sigma_\theta^0 = \sigma_\phi^0$, and the equation of equilibrium (7) reduces to

By neglecting the hydrostatic pressure from the liquid electrolyte, the Si particle surface can be treated as traction-free, i.e.,

At the interface $R = S(t)$, we assume the continuity of displacement and traction, i.e.,

where $S^-(t)$ and $S^+(t)$ means approaching $S(t)$ from the Si side and from the Li$_x$Si side, respectively. Making use of (43) and (44) in (53)-(55) results in a boundary value problem for $u(R,t)$ in $0 \leq R < R_0$. However, solution of this boundary value problem is not possible yet, because it contains $c = c(R,t)$, i.e., molar fraction of Li in Li$_x$Si, which is an unknown in $S(t) < R < R_0$ at this point.

To determine $c = c(R,t)$ in $S(t) < R < R_0$, the continuity Eq. (18) will be needed. For the particular case considered here, Eq. (18) is simplified to

where

is the only non-zero component of the Li flux, $D$ is the diffusivity of Li in the Li$_x$Si alloy, which may be stress and concentration dependent, and $\mu(\mathbf{F},c)$ is the stress-dependent chemical potential introduced in (11).

The initial conditions at $t = 0$ can be specified as

Table 1
Material properties and initial parameters used in our model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$ parameters of the activity constant</td>
<td>$-0.3063$ eV/atom</td>
</tr>
<tr>
<td>$B_0$ parameters of the activity constant</td>
<td>$-0.4003$ eV/atom</td>
</tr>
<tr>
<td>$D_0$ diffusivity of Si anode</td>
<td>$1 \times 10^{-13}$ m$^2$/s $^d$</td>
</tr>
<tr>
<td>$\alpha_0$ normalized characteristic strain rate for plastic flow in Li$_x$Si</td>
<td>0.4</td>
</tr>
<tr>
<td>$E_0$ elastic constant of pure silicon</td>
<td>166 GPa (crystalline) 90.13 GPa (amorphous) $^a$</td>
</tr>
<tr>
<td>$m$ stress exponent for plastic flow in Si</td>
<td>4 $^b$</td>
</tr>
<tr>
<td>$R$ gas constant</td>
<td>$8.314$ J K$^{-1}$/mol</td>
</tr>
<tr>
<td>$T$ temperature</td>
<td>300 K</td>
</tr>
<tr>
<td>$V_m^0$, molar volume of Si</td>
<td>$1.2052 \times 10^{-5}$ m$^3$/mol</td>
</tr>
<tr>
<td>$n_{max}$ maximum concentration</td>
<td>4.4</td>
</tr>
<tr>
<td>$\alpha$, coefficient of diffusivity</td>
<td>0.18$^c$</td>
</tr>
<tr>
<td>$\eta$, coefficient of compositional expansion (CCE)</td>
<td>0.2356</td>
</tr>
<tr>
<td>$n_f$, rate of change of elastic modulus with concentration</td>
<td>$-0.1464^d$</td>
</tr>
<tr>
<td>$V_0$, Poisson's ratio of Si electrode</td>
<td>0.22 (crystalline) 0.28 (amorphous)</td>
</tr>
<tr>
<td>$\sigma_I$, initial yield stress of Si</td>
<td>0.12 GPa$^b$</td>
</tr>
<tr>
<td>$p$, reaction order of reactant A (Li)</td>
<td>1</td>
</tr>
<tr>
<td>$q$, reaction order of reactant B (Si)</td>
<td>0.5</td>
</tr>
<tr>
<td>$J_R$, prescribed flux at the boundary</td>
<td>0.1</td>
</tr>
</tbody>
</table>

$^a$ Rhodes et al. (2010).
$^b$ Bower et al. (2011).
$^c$ Haftbaradaran et al. (2011).
$^d$ Cui et al. (2012a).
At the boundary \( R = R_0 \), we specify the flux of Li enters the Si particle as

\[
J_R = J_0 (1 + u/R)^2 [1 - c], \quad \text{for} \quad R = R_0, \tag{59}
\]

where \( J_0 \) is a constant representing the charging rate in the current state. It can be seen shown (Chen et al., 2009) that (59) is a linearized form of the Butler–Volmer equation. At the interface \( R = S(t) \), the continuity Eq. (29) is needed, which for the example considered here reduces to

\[
J_R = -x_0 (1 + u/R)^2 R_s, \quad \text{for} \quad R = S^+(t), \tag{60}
\]

where \( R_s \) is the chemical reaction rate at the interface in the current state, see (24).

Since all field quantities in (56)–(60) can be expressed as functions of \( c(R,t) \), these equations form an initial/boundary value problem for \( c(R,t) \). To solve this initial/boundary value problem, one will need to know \( S(t) \). The equation for governing \( S(t) \) is given by (30), which for the example at hand simplifies to

\[
V_N = \dot{S}(t) = -V_m^a (1 + u/R)^2 R_s, \quad \text{for} \quad R = S^-(t) \tag{61}
\]

The initial condition for the above is

\[
S(0) = R_0 \tag{62}
\]

Now, let us summarize the above discussions. There are three unknown quantities of interest, \( u_R = u(R,t) \), \( c = c(R,t) \), \( H(R = S(t)) \), and \( S(t) \). In principle, \( u_R = u(R,t) \) can be obtained from solving the boundary value problem (53)–(55), \( c(R,t) \) can be obtained from solving (56)–(59), and \( S(t) \) can be obtained from solving (61) and (62), albeit these equations are coupled. Although this system of coupled equation can be solved analytically (Cui et al., 2012c) under certain simplifying assumptions, numerical solutions are needed for the general case. In the current study, the commercial software COMSOL was used for this purpose. The results are presented below.

To facilitate the numerical computations, the following non-dimensional variables are introduced,

\[
\bar{R} = \frac{R}{R_0}, \quad \bar{D} = \frac{D}{D_0}, \quad \bar{t} = \frac{D_0 t}{R_0^2}, \quad \bar{u} = \frac{u}{R_0}, \quad \bar{S} = \frac{S}{R_0} \tag{63}
\]

\[
\bar{J}_0 = \frac{V_m^a R_0 d_0}{D_0 x_{\text{max}}}, \quad \bar{d}_0 = \frac{R_s^2}{D_0} \tag{64}
\]

where \( D_0 \) is a constant representing the diffusion coefficient of Li in amorphous Si in a stress-free state. For convenience, we list below some of the relevant equations in terms of the dimensionless variables.

\[
\frac{\partial \sigma_R^0}{\partial \bar{R}} + 2 \frac{\sigma_R^0 - \sigma_0^0}{\bar{R}} = 0 \quad \text{for} \quad 0 < \bar{R} < 1 \tag{65}
\]

\[
\frac{\partial c}{\partial \bar{t}} = \frac{\partial}{\partial \bar{R}} \left( \bar{D} \frac{\partial \mu}{\partial \bar{R}} \right) + \frac{2}{\bar{R}} \left( \frac{\partial c}{\partial \bar{R}} \bar{D} \frac{\partial \mu}{\partial \bar{R}} \right), \quad \text{for} \quad 0 < \bar{R} < 1, \tag{66}
\]

\[
- \frac{\partial c}{\partial \bar{R}} \bar{D} \frac{\partial \mu}{\partial \bar{R}} = J_0 (1 + \bar{\pi})^2 [1 - c], \quad \text{for} \quad \bar{R} = 1 \tag{67}
\]

\[
\frac{1}{R_s T} \frac{\partial}{\partial \bar{R}} \left( \bar{D} \frac{\partial \mu(c,c)}{\partial \bar{R}} \right) = \beta \frac{x_0}{x_{\text{max}}} \left( 1 + \frac{\bar{u}}{R} \right)^2 R_s (c^+), \quad \text{for} \quad R = S^+(t) \tag{68}
\]

\[
\nabla (\bar{t}) \equiv \frac{d\bar{S}}{dt} = -\beta \left( 1 + \frac{\bar{u}}{R} \right)^2 R_s (c^+), \quad \text{for} \quad R = S^-(t), \tag{69}
\]

where

\[
\beta = k_v V_m^a R_0 / D_0 \tag{70}
\]

is a dimensionless parameter that is analogous to the well-known Biot number in heat transfer. It is seen that \( \beta \) is a measure of the relative rates between the chemical reaction at the Si–LiSi interface and the diffusion of Li in the LiSi. The significance of \( \beta \) will be discussed later.

In our numerical calculations, the activity constant and the diffusivity are assumed to depend on Li concentration according to the followings Haftbaradaran et al. (2011),

\[
\gamma = \frac{1}{1-c} \exp \left( \frac{1}{R_g T} \left[ 2(A_0 - 2B_0)c - 3(A_0 - B_0)c^2 \right] \right), \tag{71}
\]

\[
D = D_0 \bar{D} \exp \left( \frac{x_m^a \sigma_0^0}{R_g T} \right), \tag{72}
\]
where the parameters $A_0$ and $B_0$ can be derived from the mixing enthalpy of Li$_x$Si by using the first-principles calculations (Shenoy et al., 2010). All the constants and other materials properties required in the numerical calculations are listed in Table 1.

8. Results and discussions

Shown in Fig. 3 is the Li concentration profile as a function of charging time. Results for different values of $\beta$ are plotted. The first thing observed from these plots is the sharp interface between the crystalline Si and the amorphous Li$_x$Si alloy which creates the core/shell structure often observed in the lithiation of Si nanowires and nanoparticles (Chan et al., 2008; Liu and Huang, 2011). It is also seen that for small $\beta$, the Si/Li$_x$Si interface moves very slowly, and the Li distribution is uniform in the alloy, and reaches its saturation concentration $c = 1$. For larger $\beta$, the interface moves faster, and the Li distribution becomes non-uniform in the alloy. These results can be understood by recalling that $\beta = k_f L_{c0} / D_0$, see (70). Therefore, for a fixed particle size $R_0$, very small $\beta$ means that the interfacial chemical reaction rate $k_f$ is much lower than the diffusion rate $D_0$ of Li in Si. In this case, the Si/Li$_x$Si interface would move very slowly in comparison to the diffusion of Li in the alloy. Thus, Li fills up the alloy quickly. For large $\beta$, however, the interfacial chemical reaction is faster, and Li diffuses at a much slower rate. Thus, it cannot fill up the alloy quickly enough so its concentration near the interface becomes lower. In other words, the values of $\beta$ determines the nature of the diffusion/reaction dynamics. Very small $\beta$ means that the kinetics of the process is controlled by the chemical reaction at the Si/Li$_x$Si, while very large $\beta$ means that the kinetics of process is controlled by the diffusion of Li in the alloy.

To further investigate the transition from reaction to diffusion controlled processes, we plotted the Si/Li$_x$Si interface velocity as a function of time for different values of $\beta$ in Fig. 4. It is seen that in all cases, the interface velocity increases initially, reaches a peak value, and eventually slows down drastically. At the moment when the interface velocity reaches its peak value, the amount of Li delivered to the interface by diffusion provides just about the amount of Li needed to sustain enough chemical reaction so that the interface moves in a constant speed. In this case, the two processes, diffusion and chemical reaction are in equilibrium. If the amount of Li delivered to the interface by diffusion is more than what the chemical reaction can consume at a given interface speed, the interface will have to speed up to consume more Li. In this case, the chemical reaction is the slower process so that the overall kinetics is limited by the interfacial chemical reaction. If the amount of Li delivered to the interface is less than the amount needed to sustain the chemical reaction at a given interface speed, the interface will have to slow down. In this case, the diffusion is the slower process, and the overall kinetics is limited by the diffusion. The results in Fig. 4 indicate that the overall kinetics of lithiation of a Si particle is always controlled by the interfacial chemical reaction initially. As the interface moves away from the particle surface, Li atoms need to travel longer distance to reach the interface. Thus, diffusion gradually takes over and eventually becomes the controlling process.

Therefore, the moment $\bar{t} = \bar{t}_c$ where $\bar{t}_c$ satisfies $V(\bar{t}_c) = 0$ will be called the transition time. The distance $L_c = 1 - \bar{t}_c$ will be called the transition distance. Since the concentration of Li decreases almost parabolically from its source, the farther away from the source, the lower the Li concentration is. Therefore, $L_c$ represents the distance over which Li needs to travel before its concentration is just about to fall below the threshold needed to sustain the interfacial chemical reaction at that given interface speed. The transition distance depends on the ratio between the rate of interfacial chemical reaction and the rate of diffusion of Li. Higher reaction rate tends to decrease the transition distance, and vice versa. In terms of dimensionless variables, $L_c$ becomes a function of $\beta$. The relationship between $L_c$ and $\beta$ is plotted in Fig. 5. As expected, smaller $\beta$, i.e., slower interfacial reaction, requires longer transition distance, and vice versa. In the limit of $\beta \to 0$, the interfacial reaction is so slow that it is always in control. In other words, the diffusion is so fast (in comparison to interfacial chemical reaction) that the Li$_x$Si alloy is always fully saturated with Li. Thus, the interface will move at a constant speed. In the limit of $\beta \to \infty$, however, the interfacial reaction is so fast that diffusion is always in control. In this case, the problem effectively reduces to the conventional diffusion problem considered in the literature, see, for example, (Cui et al., 2012b).

A trivial algebraic exercise shows that if $L_c = 0.82$, then over 99% of the original Si particle volume would be lithiated before the interface velocity is slowed down by diffusion. In other words, for any value of $L_c > 0.82$, the entire lithiation process could be considered as the reaction controlled. We note that the value of the rate of interfacial chemical reaction for Si and Li is not available in the open literature. In a recent study (Chandrasekaran et al., 2010), Chandrasekaran et al. reported a reaction rate constant $k_f = 2.5 \times 10^{-9}$ (m/s) / $\sqrt{\text{mol/m}^2}$ for the reaction at the Si/Li$_x$Si/electrolyte interfaces. Using this value as an approximation for the $k_f$ in our case, and $L_c = 0.82$ as the transition distance, we found from $\beta = k_f V_{m0} R_0 / D_0$ that $R_0 \approx 150$ nm for the parameters given in Table 1. In other words, for Si particles with radii less than 150 nm, the entire lithiation process is controlled by the interfacial reaction. The smaller the particle, the more saturated the Li$_x$Si is. Recent experimental observations seem to confirm this conclusion, e.g., (Ryu et al., 2011; Lee et al., 2012; Liu et al., 2012).

Further, if one take $R_0 = 150$ nm as the initial Si particle size. Then using the above $k_f$ value and other parameters specified in Table 1, one can estimate that $\beta = 1.0$. For this value of $\beta$, it is seen from Fig. 4 that over a long time period, the interface velocity is approximately a constant $V_N \approx 0.80$, which corresponds to the physical velocity of the interface $V_N \approx 500$ nm/s. This value is higher than the reported experimental measurements ($\approx 100$ nm/s) on Si nanowires.
The reasons could be several including the values of $k_f$ and $D_0$ used in the calculations, as well as the higher Li flux prescribed at electrode/electrolyte interface.

By integrating the interface velocity, the thickness of the lithiated region $1 - \tilde{S}(\bar{r})$ can be computed as a function of $\bar{r}$. Results for different values of $\beta$ are shown in Fig. 6. It is seen that the thickness of the lithiated shell region grows linearly.
Fig. 4. Interface velocity as a function of time for various values of $\beta$.

Fig. 5. Transition distance $\Gamma_c$ versus $\beta$.

Fig. 6. Thickness of the lithiated shell-region for different values of $\beta$. 
with $t$, as expected for the case of first order chemical reaction $p = 1$. For large $\beta$, the growth rate is initially linear when the process is controlled by the interfacial chemical reaction. Beyond the transition length $L_c$, the lithiation process becomes diffusion controlled. Thus, the thickness growth shows the typical parabolic dependence on time. Obviously, in the case of $\beta \to \infty$, the entire growth is parabolic.

Let us now turn our attention to the stress. Due to spherical symmetry, the only non-zero stress components are the radial stress $\sigma_R$ and the hoop stress $\sigma_\theta$. Since deformation remains elastic, it can be shown that $\sigma_R = \sigma_\theta = \text{const.}$ in the un lithiated region. Figs. 7 and 8 plot the evolution of stresses $\sigma_R$ and $\sigma_\theta$ for different values of $\beta$. As expected, the

Fig. 7. Distribution radial stress $\sigma_R$ at different time for (a) $\beta = 0.01$; (b) $\beta = 0.1$; (c) $\beta = 1$; (d) $\beta = 10$; (e) $\beta = 100$. 

unlithiated Si core is under a uniform hydrostatic pressure during charging. This hydrostatic pressure increases monotonically as the Si–Li$_x$Si interface moves toward the particle center. Throughout the entire particle, the radial stress $\sigma_R$ is always negative and approaches to zero at the surface. The hoop stress $\sigma_\theta$ is negative towards the particle center, and positive towards the particle surface. Such positive hoop stress is due to the spherical geometry of the particle and the viscoplastic behavior of the Li$_x$Si alloy. Another observation is $\beta = 1$ seems to give the highest stress field. This might be a result of the viscoplastic nature of the Li$_x$Si alloy. For $\beta \ll 1$, the interface moves very slowly, so there is plenty of time for the lithiated material to relax so the stress does not go very high. For $\beta \gg 1$, the interface moves very fast, so there is not

![Figure 8](https://example.com/fig8.png)

Fig. 8. Distribution of hoop stress $\sigma_\theta$ at different times for (a) $\beta = 0.01$; (b) $\beta = 0.1$; (c) $\beta = 1$; (d) $\beta = 10$; (e) $\beta = 100$. 
enough time to build higher Li concentration that hinders the stress build up. When the interface speed and viscoplastic relaxation are in equilibrium, stresses become the highest. This happens around $\beta = 1$ for the specific case considered here.

Plotted in Fig. 9 is the hoop stress on the particle surface $R = R_0$ as a function of time. It is seen that $\sigma_\theta$ is initially compressive as expected. However, very quickly, the hoop stress becomes tensile due to reverse plasticity of the Li$_x$Si alloy as the Si/Li$_x$Si interface moves inward. This tensile stress might be the cause of the radial cracks in the particle (Liu and Huang, 2011; Liu et al., 2012). It is seen from Fig. 9 that the maximum tensile stress is insensitive to the Biot parameter $\beta$ because of plasticity. Nevertheless, the highest hoop stress on the particle surface seem to occur around $\beta = 1$. This again illustrates the competition between stress relaxation due to viscoplasticity and stress build up due to Li concentration increase, as explained in the previous paragraph. This also leads to observation that, for smaller (larger) $\beta$, the hoop stress takes longer (shorter) time to reach its maximum. This is expected since smaller (larger) $\beta$ means the entire kinetics of the lithiation process is slower (faster).

Finally, we mention that in the limit of $\beta \to \infty$, the solution presented in this work reduces to that obtained in our previous work (Cui et al., 2012b), where the interfacial chemical reaction rate is assumed infinite.

9. Summary and conclusions

In this work, we developed a mathematical framework to investigate the interaction between bulk diffusion and interfacial chemical reaction in binary systems. The new model accounts for finite deformation kinematics and stress–diffusion interaction. It is applicable to arbitrary shape of the phase interface. As an example, the model is used to study the lithiation of a spherical silicon particle. It is found that a dimensionless parameter $\beta = k_f V_m^B R_0 / D_0$ plays a significant role in determining the overall kinetics of the lithiation process. This parameter, analogous to the Biot number in heat transfer, represents the ratio of the rate of interfacial chemical reaction and the rate of bulk diffusion. Smaller $\beta$ means slower interfacial reaction, which would result in higher concentration of lithium in the lithiated region. On the other hand, large $\beta$ means faster interfacial reaction. In the limit of $\beta \to \infty$, the current solution reduces to that of Cui et al. (2012b) where the interfacial chemical reaction rate is assumed infinite. Our solution shows that the unlithiated and lithiated regions are separated by a sharp interface, resulting in a core–shell structure consistent with experimental observations. This sharp interface moves towards the particle center as lithiation progresses. The interface velocity predicted by our model is comparable to experimental measurements. Furthermore, we found that, for a given $\beta$, the lithiation process is always controlled by the interfacial chemical reaction initially, until sufficient silicon has been lithiated so that the diffusion distance for lithium reaches a threshold value, beyond which bulk diffusion becomes the slower process and controls the overall lithiation kinetics.

Our numerical results based on the materials properties available in the literature, show that the entire lithiation process is controlled by interfacial chemical reaction for Si particles with radius less than 150 nm. Our results suggest a strategy to relax the tensile hoop stress on the surface quickly by doping Si with other elements to increase the rate of interfacial chemical reaction.
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